
IA : éviter le côté obscur

Animation/Modération : 

Racha ONAISI, médecin généraliste, MCU-MG, bureau du CNGE

Arthur GARCIA, interne en médecine générale, bureau de l’ISNAR-IMG

Experts : 

Pr Jean-Marc ALLIOT

Pr Brigitte SEROUSSI

Pr Etienne RIVIÈRE



Liens d’intérêts
• Racha ONAISI : 

• Membre du bureau national de CNGE Collège Académique



L’IA, une nouveauté ?



Médecins, une espèce en voie de disparition ?



Un nouvel outil à notre ceinture



Déroulé de la conférence
• IA : bien définir de quoi l’on parle (Pr JM ALLIOT)

• Raisonnement clinique et prise de décision : les processus au cœur de la 
pratique médicale (Pr E RIVIERE)

• Garder une éthique de la pratique : comment limiter les risques de l’IA ? 
(Pr B SEROUSSI)

• Et si on mettait ces interrogations en pratique ? 

• Questions/réponses avec la salle



Intervention Pr Riviere



Intervention Pr Seroussi



Exemple d’usage n°1
Un assistant IA qui génère mes comptes-rendus de consultation ?



Les « Large Language Models »
• Utilise des modèles à base de réseaux de neurones pour prévoir quelle est la 

continuation la plus probable d’une phrase.

• L’apprentissage se fait de façon supervisée dans la mesure où le texte fourni 
contient les exemples à apprendre (« le mot suivant »), mais il ne réclame 
« aucune » intervention humaine.

• On parle d’auto-supervision.



Les LLMs sont intrinsèquement aléatoires

Large Language Models (ChatGPT)



Point de vue de Brigitte Séroussi

• L’IA va plus vite et fait (parfois mieux) ce que l’on sait faire

• Mais il est fondamental d’apprendre à faire pour challenger l’IA
• Internes sans l’IA pendant les premiers 3 mois : IA désactivable facilement

• Systèmes auto-apprenants donc période d’adaptation et amélioration du CR
• Densité des CR fonction de la validation opérée par l’utilisateur

• Où vont les données : c’est une information que l’éditeur doit rendre transparente
• Nabla ne garde aucune donnée, les CR seront stockés dans le DPI / l’HDS
• Concernant les systèmes de reconnaissance vocale : à voir avec les CGU de l’éditeur

• Quid des « rushs », à discuter avec l’éditeur (avec Nabla, ils sont effacés)

• La proposition de diagnostics différentiels : a priori plutôt du ressort des IA d’aide à la 
décision diagnostique 

• Principe de garantie humaine ++++

• Médecin garde la responsabilité de ses décisions d’où l’importance de  conserver son 
expertise clinique



Exemple d’usage n°2
Un outil d’IA qui interprète des examens à ma place ? 



Point de vue de Brigitte Séroussi
• L’IA va plus vite et fait (parfois mieux) ce que l’on sait faire

• Mais il est fondamental d’apprendre à faire pour challenger l’IA

• La performance doit être annoncée par l’éditeur : une performance à 95% signifie que « EN 
MOYENNE » l’IA a raison dans 95%, mais aussi que « EN MOYENNE », elle se trompe dans 5% des cas

• La population cible doit être décrite : la performance à 95% est observée chez les femmes entre 50 et 
75 ans, ce qui signifie que pour les hommes et pour les femmes plus jeunes ou plus âgées, on ne sait 
pas ce que vaut l’IA, et c’est la responsabilité du médecin d’utiliser l’IA et de suivre ses propositions 

• Concernant les dermatoscopes, c’est pareil, si l’entraînement de l’IA ne comportait pas de peaux 
foncées, l’IA ne sera pas performante sur les peaux foncées, et c’est la responsabilité du médecin 
d’utiliser l’IA et de suivre ses propositions sur les peaux foncés
• Question éthique : faut-il alors ne pas utiliser l’IA ou l’utiliser que chez les patients à peaux claires ?

• Repenser l’usage de l’IA en envisageant TOUJOURS qu’on peut être dans les 5% ou hors les 5% si on 
est dans l’IC 

• Cas de la radiologie : le radiologue garde son autonomie décisionnelle, si il suit les propositions de 
l’IA, il doit dire pourquoi, idem si il ne les suit pas. Il peut avoir raison en ne les suivant pas, et avoir 
tort en les suivant, le contraire est également vrai ! Quand il a tort en ne les suivant pas, la traçabilité 
du non suivi permet d’éclairer le contexte en cas de plainte.



Biais de représentation
• Un réseau (CycleGAN) entraîné sur un dataset déséquilibré reproduira le biais du dataset lors de la 

généralisation. Ici à gauche, un réseau entraîné pour construire automatiquement des IRM T1 à partir d’IRM flair 
supprime une tumeur lors de la conversion ; à droite le même réseau entraîné sur un autre dataset en crée une.
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Joseph Paul Cohen, Margaux Luck et Sina Honari. « Distribution MatchingLosses Can Hallucinate Features in Medical 
Image Translation ». In : MedicalImage Computing and Computer Assisted Intervention – MICCAI 2018



Niveaux disponibles

Passer d’un niveau
à l’autre

Pour activer ou supprimer les 
puces
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Ouaouh!!!

2024Post sur linkedin d’un médecin-député



Niveaux disponibles

Passer d’un niveau
à l’autre

Pour activer ou supprimer les 
puces

MIRAI
■ Adam Yala et al., Toward robust mammography-based models for 

breast cancer risk. Sci. Transl. Med. 13 (2021). 
DOI:10.1126/scitranslmed.aba4373

• Rappel: index de concordance (C-index)

• C=0.5 => Aléatoire

• C=1 => Parfait

■ “Mirai was trained on a large dataset from Massachusetts General 
Hospital (MGH) in the United States and tested on held-out test sets 
from MGH, Karolinska University Hospital in Sweden, and Chang Gung 
Memorial Hospital (CGMH) in Taiwan, obtaining C-indices of 0.76
(95% confidence interval, 0.74 to 0.80), 0.81 (0.79 to 0.82), and 0.79
(0.79 to 0.83), respectively.” 
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Niveaux disponibles

Passer d’un niveau
à l’autre

Pour activer ou supprimer les 
puces

MIRAI
■ Adam Yala et al., Toward robust mammography-based models for 

breast cancer risk. Sci. Transl. Med. 13 (2021). 
DOI:10.1126/scitranslmed.aba4373

• Rappel: index de concordance (C-index)

• C=0.5 => Aléatoire

• C=1 => Parfait

■ “Mirai was trained on a large dataset from Massachusetts General 
Hospital (MGH) in the United States and tested on held-out test sets 
from MGH, Karolinska University Hospital in Sweden, and Chang Gung 
Memorial Hospital (CGMH) in Taiwan, obtaining C-indices of 0.76
(95% confidence interval, 0.74 to 0.80), 0.81 (0.79 to 0.82), and 0.79
(0.79 to 0.83), respectively.” 

■ Cherry picking => on met en avant un exemple qui 
fonctionne bien, en oubliant ce qui ne fonctionne pas.
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Niveaux disponibles

Passer d’un niveau
à l’autre

Pour activer ou supprimer les 
puces

MIRAI
■ Adam Yala et al., Toward robust mammography-based models for 

breast cancer risk. Sci. Transl. Med. 13 (2021). 
DOI:10.1126/scitranslmed.aba4373

• Rappel: index de concordance (C-index)

• C=0.5 => Aléatoire

• C=1 => Parfait

■ “Mirai was trained on a large dataset from Massachusetts General 
Hospital (MGH) in the United States and tested on held-out test sets 
from MGH, Karolinska University Hospital in Sweden, and Chang Gung 
Memorial Hospital (CGMH) in Taiwan, obtaining C-indices of 0.76
(95% confidence interval, 0.74 to 0.80), 0.81 (0.79 to 0.82), and 0.79
(0.79 to 0.83), respectively.” 

■ Cherry picking => on met en avant un exemple qui 
fonctionne bien, en oubliant ce qui ne fonctionne pas.

■ Biais de dataset lié à des groupes ethniques

■ Biais de dataset lié au fabricant
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Niveaux disponibles

Passer d’un niveau
à l’autre

Pour activer ou supprimer les 
puces

MIRAI: suite…

■ Avendano, D., Marino, M.A., Bosques-Palomo, B.A. et al. Validation of the Mirai model for predicting breast cancer risk 
in Mexican women. Insights Imaging 15, 244 (2024). https://doi.org/10.1186/s13244-024-01808-3
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• Rappel: index de concordance (C-index)

• C=0.5 => Aléatoire

• C=1 => Parfait

■ On peut parfaitement être trompé “de bonne foi”.

■ Être médecin ne fait pas de vous un spécialiste en « Intelligence Artificielle en médecine»...

■ Gardons notre esprit critique!!!!

On est loin des 0.80



Exemple d’usage n°3
L’IA comme outil de prise de décision



Test sur cas clinique

4o



Les +
- Analyse ultra-rapide (<3s)
- Hypothèses toutes très plausibles
- Regard parfois critique (IC peu probable)
- Interprétation de la radio simple
- Proposition raisonnée d’examens 

complémentaires

Les -
- Omission de la LLC, car subtile (40 G/L de 

leuco dont 12 G/L de PNN) ou d’un 
lymphome avec phase circulante

- Omission de l’hypothèse d’un déficit 
immunitaire devant la répétition des 
pneumonies avec H



L’IA a du mal à expliquer son raisonnement

• Donc pas de compagnonnage cognitif possible



Intéressant pour la 
problématisation

N’explique pas sur 
quels cas l’IA s’est 

basée



VAGUE !



Sans la radio ! (pas d’import possible)

N’évoque pas spontanément  
l’association de plusieurs 

causes (ici pleuro-
pneumopathie sur LLC)





Quel apport en raisonnement probabiliste ?



NOTEZ : Ici seulement elle évoque la 
possibilité d’une association de diagnostics

(asso possible, mais pas la bonne)

Hiérarchisation 
intéressante



Quand on lui demande la 
possibilité d’associations 
de diagnostics :

N’évoque pas la 
situation + fréquente 

d’une LLC avec 
pleuro-pneumopathie 

à pneumocoque

Génère un nouveau 
diagnostic



Quand on lui suggère le diagnostic qui nous semble nous le + probable :



En résumé pour cette partie 
TOUT EST DANS LE PROMPTING

(=INFERENCE) DE l’IA

• illusion d’un raisonnement analytique structuré

A l’inférence, les IA ont accès à des 
représentations statistiques encodées dans 

leurs paramètres = reconnaissance de motifs à 
très grande échelle 

• « constraint-induced narrowing » 
• tendance des modèles à optimiser la cohérence interne plutôt 

que la plausibilité clinique

Une seule demande « quel diagnostic » 
ou plusieurs ? « quelS diagnosticS » :

• demander au modèle de se limiter strictement aux données probantes (Ex. 
OpenEvidence (NEJM/JAMA), EvidenceMD ou DoxGPT)

= ↑ rigueur ↓ potentiel d’innovation ou de pensée divergente 
• ou au contraire de générer des pistes plus créatives : 

= ↑ potentiel d’innovation ou de pensée divergente ↓ rigueur

= Vulnérabilité du processus 
aux paramètres de la 

commande



Problématique de l’IA en
supervision clinique



Problème en pratique clinique

21-28 aout 2025



Problème en pratique clinique



Problème en pratique clinique



Problème en pratique clinique

Traduction IA





En conclusion : 

• Probablement très utile

• Ne pas rater l’opportunité :
• Apprendre à l’utiliser
• Choisir ses outils : plusieurs 

disponibles (et c’est pas fini !) donc 
apprendre à gérer cette certaine 
complexité

• Apprendre à la critiquer +++++

• Permet un « soi augmenté » si 
correctement utilisée (comme une 
prolongation de soi-même)



Point de vue de Brigitte Séroussi
• L’IA va plus vite et fait (parfois mieux) ce que l’on sait faire

• Mais il est fondamental d’apprendre à faire pour challenger l’IA

• Pourquoi vouloir laisser l’IA prioriser à la place du médecin ?

• Considérer l’IA comme une aide à la réflexion pour décider
• Si IA explicable : mesurer la pertinence de l’explication et décider de suivre ou pas
• Si IA non explicable : considérer la proposition de l’IA, la performance annoncée, la population cible 

décrite et prendre ses responsabilités pour décider

• Aujourd’hui le médecin est responsable de sa décision qu’il l’ait prise en revenant d’un 
congrès, en discutant avec ses collègues, en ayant lu un article ou en ayant utiliser une IA
• SIA = DMN donc marquage CE (au moins IIb donc organisme notifié)

• Eduquer / former les étudiants sur les bénéfices et les limites de l’IA

• Lutter contre le biais d’automatisation qui stérilisera au delà de la pensée, la pertinence de 
l’IA alors que plus personne ne sera en capacité de la challenger

• Evaluation : plus de mémoire, évaluation pratique, ou « sur table »



Exemple d’usage n°4
« On parle beaucoup de médecin augmenté par l’IA… Mais comment 

accompagner le patient augmenté par l’IA ? »



Point de vue de Brigitte Séroussi
• L’IA va plus vite et fait (parfois mieux) ce que l’on sait faire

• Mais il est fondamental d’apprendre à faire pour challenger l’IA

• Vis à vis des patients, on retrouve le phénomène d’Internet
• Pédagogie pour faire comprendre aux patients les bénéfices et les limites de l’IA

• Prendre le temps d’expliquer ce que ChatGPT dit de juste et de corriger les 
erreurs

• Le temps …. C’est ce qui fera la différence entre les médecins, ceux qui auront 
une valeur ajoutée significative par rapport à ceux qui pourraient être 
« avantageusement » remplacés par l’IA 





À vos questions !



Pour conclure…
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